Abstract

Competence measurement in (longitudinal) large-scale assessments, such as in the National Educational Panel Study (NEPS), imposes specific demands on the scaling of the competence data. These challenges include scaling issues such as the question on how to deal with different response formats as well as with missing values in the scaling model. They also include design aspects, as for example, the incorporation of adaptive testing and the inclusion of students with special educational needs in the assessment. Especially in longitudinal designs the question of linking of competence scores across different cohorts and measurement occasions arises. With this article we aim at pointing out some of the challenges one has to meet when scaling competence data of (longitudinal) large-scale assessments, at giving an overview of research we have conducted within the NEPS to find solutions to these questions, and at pointing out some directions for future research.

While for most of the topics we give an overview of the research that has been conducted in NEPS, we more thoroughly describe the research we have conducted on investigating the assumptions necessary for linking of different cohorts in NEPS. We specifically target the question whether the same competence may be measured coherently across the whole lifespan. The results show that for linking the Grade 9 reading test to the adult reading test, measurement invariance does not hold for all items. The implementation of the research results into the scaling of NEPS competence data is described and the applicability of the research results to other large-scale studies is discussed.
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1. Introduction

A particular strength of the National Educational Panel Study (NEPS) is that it collects detailed competence data in a large, longitudinal, multicoort sequence survey design as well as detailed data on conditions for and consequences of individual educational careers. Thus, a wide range of research questions regarding the development of competencies as well as the interaction between competence development and context factors with respect to individual educational careers may be investigated (see, e.g., Blossfeld, von Maurice, & Schneider, 2011). As presented by Artelt, Weinert, and Carstensen (2013, this issue), the framework for assessing
Scaling of competence tests in the National Educational Panel Study

competencies in the NEPS employs a number of different domains. These include, among others, reading comprehension, mathematical competence, and scientific literacy, as well as information and communication technologies (ICT) literacy. In order to analyze competencies and their relations to other variables without disattenuation by measurement error, a latent variable modeling approach has been applied. With the scaling of competence tests we aim to provide reliable competence scores that are purified from measurement error and that allow researchers to investigate latent relationships of competence scores with explaining variables. The assessment of competencies is based on test instruments that require participants to respond to single tasks in various tests. Whereas Gehrer, Zimmermann, Artelt, and Weinert (2013, this issue), Neumann et al. (2013, this issue), Hahn et al. (2013, this issue), and Senkbeil, Ihme, and Wittwer (2013, this issue) elaborate how the respective domain-specific competence tests are developed, this article discusses the challenges to be met when analyzing competence data. Note that different scaling approaches are used for different competence tests. Whereas established tests in NEPS (such as those measuring reading speed, basic cognitive skills, listening comprehension at word level) are usually scaled according to the test manual via classical test theory, newly developed tests (such as those for reading comprehension, mathematical competence, scientific literacy, and ICT literacy) in NEPS are usually scaled on the basis of Item Response Theory (IRT). This article deals with the challenges arising in IRT scaling of competence tests in (longitudinal) large-scale assessments and research conducted to find solutions for these questions.

IRT was chosen as scaling framework for the newly developed tests because it allows for an estimation of item parameters independent of the sample of persons and for an estimation of ability independent of the sample of items. With IRT it is possible to scale the ability of persons in different waves on the same scale, even when different tests were used at each measurement occasion. Sophisticated measurement models have been developed within the IRT framework and are frequently used in large-scale assessments. In fact, the state of the art in analyzing test data from large-scale assessment programs is to combine appropriate measurement models for item responses on the one hand and sophisticated statistical models for the structural part of the model – such as generalized linear modeling, structural equation modeling, or multilevel modeling – on the other hand. Hence, complex models that explicitly include the measurement model of competencies may be specified for answering research questions. The strength of such an approach is that various sources of error (e.g., measurement error, imputation error) are simultaneously accounted for in the model.

For scaling the NEPS competence data (see Pohl & Carstensen, 2012 for a detailed description of the scaling of competence data in the NEPS), the Rasch model (Rasch, 1960/1980) was chosen for dichotomous items and the Partial Credit Model (PCM, Masters, 1982) was chosen for polytomous items. All models were estimated in ConQuest (Wu, Adams, Wilson, & Haldane, 2007). The implementation of the tests as well as the scaling of the tests imposes several demands on
psychometric models to capture the properties of the data and provide unbiased and precise parameter estimates. One is to construct a test that is appropriate in its difficulty for the specific target group. Challenges may also arise from the test construction principles (see Gehrer et al., 2013, this issue; Hahn et al., 2013, this issue; Neumann et al., 2013, this issue; Senkbeil et al., 2013, this issue). The NEPS tests employ different response formats, common stimuli for some items induce local dependencies among these items, and different kinds of missing responses occur. These different aspects need to be accounted for in the scaling model. Furthermore, the NEPS is a longitudinal study with a multicohort sequence design aimed at investigating the change of competencies over time. In order to investigate change, competencies need to be measured coherently across the whole life-span – from kindergarten to adult age – and competence scores need to be statistically linked onto the same scale.

Accounting for the different test construction principles, the complex study design, and the broad demands placed on the released data, the data of large-scale assessments – especially those with a longitudinal design – impose specific demands on the scaling model that need to be met. In this paper we point out some of the questions that need to be addressed when working with competence data in longitudinal large-scale studies such as the NEPS. The challenges discussed are those (a) that arise in large-scale assessments, especially those with a longitudinal design, (b) for which no satisfactory solution exist in the literature as yet, and (c) that have been approached in the NEPS. These include specific aspects of the scaling model, that is, (1) dealing with different response formats and (2) the treatment of missing responses as well as further aspects of scaling, that is, (3) adaptive testing, (4) testing students with special educational needs, and (5) linking across cohorts. While giving an overview of research that we have conducted on the first four topics, we present in more detail research on the comparability of test scores across age cohorts. In the following sections we first present an overview of research on the first four topics. For each of the four topics we give a short overview of the state of the art and current practice in large-scale assessments. We then shortly present research conducted in NEPS to further develop these approaches and also describe how these research results are subsequently implemented in NEPS. As an example, we introduce more specifically the research design and the research results on the linking of test scores across cohorts. Although the research presented here has been conducted on NEPS data, the results may also be valuable for other large-scale studies as well as for researchers working with data from large-scale studies. This point is being elaborated as part of the discussion.
2. Overview of research on the design and scaling of competence data

2.1 Incorporating different response formats

To assess competencies in large-scale studies such as the Programme for International Student Assessment (PISA), the Trends in International Mathematics and Science Study (TIMSS), and the National Assessment of Educational Progress (NAEP), the responses to a number of tasks are recorded. Usually, different response formats are used in these tests (e.g., Allen, Donoghue, & Schoeps, 2001; OECD, 2012; Olson, Martin, & Mullis, 2008). In NEPS, assessing competencies in each domain usually takes about 28–30 minutes and between 20 and 35 items. Most of the items in NEPS (see Gehrer et al., 2013, this issue; Hahn et al., 2013, this issue; Neumann et al., 2013, this issue; Senkbeil et al., 2013, this issue) have a simple multiple-choice (MC) format with four response options (see Figure 1a). Further response formats are complex multiple-choice (CMC) items, matching items, and short constructed responses. Complex multiple-choice items present a common stimulus followed by a number of MC questions with two response options each (see Figure 1b). Matching (MA) items consist of a common stimulus followed by a number of statements, which require assigning a list of response options to these statements (see Figure 1c). These questions are typically used for matching titles to different paragraphs of a text in reading assessments. Short constructed responses are used in mathematics tests only. They usually present a mathematical problem that requires a numerical answer (see Figure 1d). The question is how these different response formats may adequately be incorporated in the scaling model. In this section we first focus on local item dependence (LID) introduced by specific response formats and how aggregation of locally dependent items to polytomous super items may account for LID. We then discuss how different response formats can be weighted in the measurement model when estimating the competence score and how different item formats were dealt with in scaling the data of the NEPS.

Whereas simple MC items and short constructed responses are treated as dichotomous variables, complex MC items and matching items consist of a number of items that share a common stimulus. These item bundles pose problems for the assumption of local stochastic independence (see, e.g., Yen, 1993). This is especially prevalent in the matching tasks. As response options are to be used only once in these tasks, a response to one subitem heavily depends on the responses to previous subitems. Local item dependence may lead to an underestimation of standard errors, bias in item difficulty estimates, inflated item discrimination estimates, overestimation of the precision of examinee scores, and overestimation of test reliability and test information (Sireci, Thissen, & Wainer, 1991; Wainer, 1995; Wainer

---

1 We refer to subitems as the data of the single statements of a complex MC or matching task that form an item bundle.
Figure 1: Response formats in the competence tests – examples (note that these are just illustrative examples and not items that are used in the actual tests): a) simple multiple-choice, b) complex multiple-choice, c) matching task, and d) short constructed response

a) Simple multiple-choice
There are countries in the European Union that are smaller than Luxembourg. How many?
Please tick the right answer! Please tick just one answer!

- Only one country is smaller than Luxembourg.
- Two countries in the European Union are smaller than Luxembourg.
- Four countries are smaller than Luxembourg.
- Five countries are smaller than Luxembourg.

b) Complex multiple-choice
What do you get to learn from the text about Luxembourg? Decide for each row whether the statement is right or wrong!

<table>
<thead>
<tr>
<th></th>
<th>right</th>
<th>wrong</th>
</tr>
</thead>
</table>
a) | The text gives information about the size of the country. |   |   |
b) | The text reports on the history of the country. |   |   |
c) | In the text they talk about the currency in Luxembourg. |   |   |

c) Matching task
Match the headings to the respective passages in the text!

<table>
<thead>
<tr>
<th>Passages</th>
<th>Headings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>A Luxembourg and the EU</td>
</tr>
<tr>
<td>2.</td>
<td>B Location and size of Luxembourg</td>
</tr>
<tr>
<td>3.</td>
<td>C Luxembourg as the financial center</td>
</tr>
<tr>
<td>4.</td>
<td>D Government and inhabitants of Luxembourg</td>
</tr>
<tr>
<td></td>
<td>E The cuisine of Luxembourg</td>
</tr>
</tbody>
</table>

d) Short constructed responses
Calculate the area of the square above!
Area = cm²
Researchers (e.g., Andrich, 1985; Zhang, Shen, & Cannady, 2010) recommended the use of super items that are aggregates of the subitems analyzed via, for example, the PCM (Masters, 1982) for tests with a large number of testlets and a small testlet size. In line with other large-scale studies (e.g., PISA; Adams & Wu, 2002; OECD, 2009) and previous research (e.g., Andrich, 1985; Wilson, 1988; Wilson & Adams, 1995; Zhang et al., 2010), in the NEPS we accounted for item dependence of item bundles by aggregating the subitems of CMC and MA items to an ordered polytomous score (super item) and analyzed the data via the PCM (Pohl & Carstensen, 2012). The values of the aggregated scores give the number of correctly answered subitems. They range from zero (no correct answer) to the number of subitems (all subitems answered correctly). Analyzing responses from different response formats in one-parameter (1PL) models has interesting implications on the assumed discrimination of items with different formats. Since we do not estimate discrimination parameters in the PCM (as in a two-parameter (2PL) model, Birnbaum, 1968; Muraki, 1992), the weight of the items is modeled solely by the scoring of the responses. The higher an item is scored, the higher its discrimination. In terms of scaling the data, the question arises as to how the response categories of polytomous CMC and MA variables should be scored in a scaling model and how the different item formats should be weighted? Whereas in our tests simple MC items consist of four alternatives with one correct answer, complex MC items consist of a number of subitems with two response alternatives each. Furthermore, as the number of subitems in complex MC formats and matching tasks varies (from two to seven), the maximum number of score points of the super items also varies. Should CMC and MA items with more subitems have more impact on the overall competence score than items with fewer subtasks? Or should all items receive the same maximum score, regardless of the response format and number of subtasks, and, thus, have the same impact on the overall competence score? An appropriate approach to scoring ought to reflect the amount of information obtained from the responses.

In PISA, complex MC items were aggregated to dichotomous or polytomous super items (e.g., OECD, 2009, 2012). In the analyses, the different values of the polytomous variables were collapsed into two to four categories. Which of the values were collapsed into one category was decided on the basis of theoretical and statistical arguments. Each category was then scored as one score point, thus resulting in polytomous variables with a maximum score varying between 1 (for two categories) to 3 (for four categories). However, also other scoring rules (see, e.g., Ben-Simon, Budescu, & Nevo, 1997) exist (see Table 1). First, the super items may be recoded to a dichotomous variable, where a score of 1 is assigned when all subitems are answered correctly and a score of 0 otherwise (all-or-nothing-scoring). This would imply that all items and response formats have the same weight (discrimination). Another scoring rule may make the assumption that each subitem of a CMC or MA item has the same weight as a simple MC item (number-correct scoring with one point per correct subtask). Thus, each correct answer on the
subitems of a polytomous super item would result in one score point. The maximum score of a polytomous item would then be equal to the number of subitems forming the super item. Another quite plausible assumption is that the subitems of complex items do not have the same weight as simple MC items but a reduced weight, for example, 0.5 points per correct answer (number-correct scoring with half points per correct subtask). This would account for the reduced number of response options (two instead of four in simple MC items) in CMC items as well as for the dependence of subitems in matching tasks. A scoring of one or half points per subtask implies that super items with many subitems receive a higher weight than super items with fewer subitems. Up to now, there has been only little research on weighting different types of item formats. The only research regarding weighting so far has focused solely on weighting items. This research was mostly conducted within the framework of classical test theory (e.g., Ben-Simon et al., 1997; Wongwihatthanananukit, Bennett, & Popovich, 2000) and hardly any research has dealt with this topic at all within the framework of IRT (Lukhele & Sireci, 1995; Si, 2002; Sykes & Hou, 2003).

Table 1: Example of different scoring methods of a CMC item with 5 categories

<table>
<thead>
<tr>
<th>Categories of a CMC item with five subtasks</th>
<th>Scoring rule</th>
<th>Number-correct scoring with half points per correct subtask</th>
<th>Number-correct scoring with one point per correct subtask</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-or-nothing scoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1.5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

Haberkorn, Pohl, Carstensen, and Wiegand (2013) investigated the fit of the different scoring rules to the competence data in the NEPS. They found that a higher discrimination of the test results when a number-correct scoring rule, which differentiates between categories, is applied. Collapsing the categories into a dichotomous variable (all-or-nothing-scoring) leads to loss of information. Haberkorn et al. (2013) furthermore investigated which of the remaining scoring rules best describe the competence data in the NEPS. The resulting weighted mean square error (WMNSQ, Wright & Masters, 1982) using one point or half a point per correct subtask for reading competence (see Gehrer et al., 2013, this issue for the description of the framework) assessed in adults and for scientific literacy (see Hahn et al., 2013, this issue for the description of the framework) assessed in Grade 9 students show overall better fit values (mean WMNSQ near 1 and small standard deviation) for half-point-per-correct-subtask than for one-point-per-subtask scoring. This indicates that a scoring of 0.5 for each category in complex multiple-choice format items better models their impact on competence scores in our tests than a scoring...
of 1 for each of these categories. These results were also confirmed by 2PL-analyses
of the items. In the respective analyses estimated discrimination parameters close-
ly resembled the discrimination assumed by half-point-per-correct-subtask scoring.
The results were consistent for different competence domains (reading competence
and scientific literacy, as well as ICT) and different age cohorts (students in Grade
5, Grade 9, as well as adults). Hence, in the NEPS half-point-per-correct-subtask
scoring was implemented in the scaling model. The results show that the different
response formats need to be incorporated differently in the scaling model. For re-
sponse formats used in the NEPS, a half-point-per-subitem scoring of complex MC
items described the data best. In other large-scale studies with other response for-
mats, different scoring options could theoretically be developed and empirically be
tested.

2.2 Dealing with missing responses

Usually, missing responses occur in competence data. Responses to competence
items may be missing due to different reasons. These are (1) items that were not
administered (due to the testing design), (2) invalid responses (e.g., more than
one response to a simple MC item), (3) omitted items, and (4) items that were not
reached due to time limits (i.e., omitted responses after the last given response).
The amount of missing responses in large-scale assessments is usually not negli-
gable. In PISA 2006, for example, across all countries and all three domains (math-
ematics, reading, and science) on average about 10% (in Germany 8.37%) of items
were omitted and 4% (in Germany 1.15%) of the items were not reached (OECD,
2009, pp. 219–220). For mathematics and science in TIMSS 2003, on average
3.73% of the items were not reached in Grade 8 and 5.96% in Grade 4 (Mullis,

The ignorability of the missing responses depends on the reason for responses
to be missing. Whereas in most test designs missing responses due to not-admin-
istered items are missing by design and, therefore, missing completely at random
or missing at random, omitted and not-reached items are usually nonignorable and
often depend on the difficulty of the item and the ability of the person (Mislevy
& Wu, 1988). If not treated correctly, nonignorable missing responses may lead
to biased parameter estimates (Mislevy & Wu, 1996) and, thus, wrong conclusions
about competence levels of persons as well as about relationships of competencies
with other variables.

Different approaches for dealing with missing responses in competence tests ex-
ist. Missing responses may, for example, be treated as not administered, as incor-
correct, or as fractionally correct (see, e.g., Culbertson, 2011; Lord, 1974). While in
NAEP omitted items are scored as fractional correct, items that were not reached
are treated as not administered and are, thus, ignored in the parameter estima-
tion (Allen, Carson, Johnson, & Mislevy, 2001). In some large-scale studies, such
as PISA, TIMSS, and the Progress in International Reading Literacy Study (PIRLS),
there is a two-stage procedure for treating missing responses. For the estimation of the item parameters missing responses are treated as not administered (ignored in the parameter estimation). The estimated item parameters are then used as fixed parameters for the estimation of person parameters, where missing responses are scored as incorrect (e.g., Macaskill, Adams, & Wu, 1998; Martin, Mullis, & Kennedy, 2007; OECD, 2009). Whereas all of these approaches rely on the assumption that the missing responses are ignorable, model-based approaches for nonignorable missing data (Holman & Glas, 2005; Glas & Pimentel, 2008; Moustaki & Knott, 2000; O’Muircheartaigh & Moustaki, 1999) have recently been developed. In these approaches a latent missing propensity is modeled and included as a conditioning variable in the measurement model. A model that includes both a latent missing propensity for omitted and a latent missing propensity for not-reached items (see Pohl, Gräfe, & Rose, in press) is depicted in Figure 2. Note that, while \( Y_i \) represents the responses on the competence items, \( d_{Oi} \) and \( d_{Ni} \) represent missing indicators indicating whether the response to an item \( i \) is omitted or not reached, respectively. \( \xi \) represents the latent competence score and \( \theta_O \) and \( \theta_N \) the missing propensity due to omission and speed, respectively.

As Lord (1974) as well as Mislevy and Wu (1988, 1996) analytically derived, scoring missing responses as incorrect violates the model assumptions of IRT models. It induces a deterministic term and results in local item dependence. This has been corroborated in simulation studies and empirical analyses (e.g., Finch, 2008; Rose, von Davier, & Xu, 2010), which have shown that treating missing responses as incorrect results in biased estimates of item and person parameters. Ignoring omitted and not-reached items or using the model-based approaches leads to unbiased item and person parameter estimates. Model-based approaches do result in a higher reliability and allow us to investigate the ignorability of the missings. They are,
however, more complex and require model assumptions (such as unidimensionality of the missing responses).

Most of the previous results are based on analytical derivations or simulation studies. Not much research has investigated the suitability of the different approaches for empirical data. Thus, Pohl, Gräfe, and Rose (in press) investigated the performance of different approaches for dealing with missing values on the parameter estimates for reading (see Gehrer et al., 2013, this issue) and mathematical competence (see Neumann et al., 2013, this issue) measured in Grade 5 in the NEPS. The respective reading test in NEPS consists of 33 items (with a total of 59 subitems, see Pohl, Haberkorn, Hardt, & Wiegand, 2012), whereas the mathematics test consists of 25 items (28 items when considered on the subitem level, see Duchhardt & Gerdes, 2012). In both tests, the number of nonvalid responses is very low ($M < 0.15\%$). The subjects omit on average about 5.3% ($SD = 8.7\%$) of the items. The omission rate does not differ between the mathematics and the reading test. However, while reading shows a large amount of not-reached items ($M = 13.7\%, SD = 16.9\%$), hardly any items were not reached in the mathematics test ($M = 1.5\%, SD = 7.6\%$). Pohl et al. (in press) tested different approaches to dealing with the different types of missing responses. Among others, they compared the approach of PISA (ignoring missing responses for the estimation of item parameters and scoring them as incorrect for the estimation of person parameters), the approach of ignoring missing responses in the estimation of the parameters, and the model-based approach for nonignorable missing data for both not-reached and omitted items.

The estimated person parameter estimates (Warms Maximum Likelihood Estimates; WLE; Warm, 1989) for reading competence are presented in Figure 3. Although there are considerable correlations between the latent missing propensities for omitted and for not-reached items with ability ($r = -.175$ for omitted and $r = .200$ for not-reached items), indicating nonignorability, the person parameter estimates hardly differ between ignoring missing responses and using a model-based approach ($r = 1$). In empirical data, the approach of ignoring missing responses seems to be robust to violations of nonignorability. The person parameter estimates when ignoring missing responses differ considerably from those using the approach of PISA. Since the reading test shows a larger amount of missing responses than the mathematics test, the impact of the missing approach is more viable for the parameter estimates of reading competence than for mathematical competence. The person parameter estimates of the two approaches correlate with each other to $r = .743$ for reading and $r = .954$ for mathematical competence, indicating that the two approaches result in different ability estimates. Considerable differences in the person parameter estimates occur for those persons that have a large number of missing responses. The ability of these persons is, thus, heavily underestimated using the PISA approach as compared to ignoring the missing responses. The results found in empirical analyses using NEPS data are in line with results found in complete case simulation studies on the same data (Pohl et al., in press), thus supporting the superiority of the approach of ignoring missing responses as
well as model-based approaches. Since the results show that the approach of ignoring missing responses is robust to violations of ignorability in these applications, it was decided to ignore missing responses in the scaling model of the NEPS competence data. In large-scale studies measuring competencies, model-based approaches can be used to investigate the amount of nonignorability and — if parameter estimates differ only slightly between model-based approaches and ignoring missing responses — to justify ignoring missing responses in the scaling model.

Figure 3: WLE person parameter estimates for Grade 5 students on reading competence comparing treating missing responses as in PISA, ignoring missing responses, and using a model-based approach

2.3 Adaptive Testing

Large-scale assessments aim at precisely measuring the competencies of all persons. This is often a difficult endeavor because the persons in these studies usually show a wide range of ability. Furthermore, in order to reduce the burden on test takers, testing time is limited. However, it is quite difficult to measure the competencies of persons (a) across a wide ability range, (b) within a short time, (c) as accurately as possible, while (d) still trying to avoid a loss of motivation and, therefore, panel dropouts. These different requirements may be met by using adaptive testing, where the difficulty of items presented to a person is matched to the specif-
ic ability of that particular person. In NAEP (Xu, Sikali, Oranje, & Kulick, 2011) as well as in PISA (Pearson, 2011), conversion to adaptive testing is already planned.

However, sometimes organizational constraints do not allow for classical adaptive testing. At this stage, in NEPS, most of the tests are implemented in group test settings using paper-and-pencil mode and the number of items available for each competence domain is limited. Thus, computer-adaptive testing (CAT, e.g., Lord, 1971b; McKinley & Reckase, 1980; van der Linden & Glas, 2000, 2010; Wainer, 2000) or classical multi-stage testing (MST, Angoff & Huddleston, 1958; Cronbach & Gleser, 1965; Linn, Rock, & Cleary, 1969; Lord, 1971a) may not yet be applied. As a consequence, drawing on the idea of Beard (2008) an alternative adaptive testing design (longitudinal MST), that may be implemented as a paper-and-pencil test in group settings and does not need a large pool of calibrated items, has been developed for the NEPS by Pohl (in press). In longitudinal MST, competence scores from previous waves are used to allocate subjects to different test forms (which differ in their difficulty level) in later waves. This design makes use of information available in longitudinal studies. Pohl (in press) performed a simulation study investigating the bias and efficiency not only of the measurement of competence but also of competence development using longitudinal MST as opposed to conventional testing (one test form for all subjects). She found that longitudinal MST does indeed increase the measurement precision, especially for subjects at the lower and upper end of the ability distribution. Regarding the measurement precision of the change of competence scores across waves and the motivation of the subjects, the competence scores from the previous wave should correlate to at least $r = .7$ with the competence score in the later wave. If the correlation is smaller than $r = .7$, the number of misallocations of test forms to persons becomes rather large and the measurement precision of change scores is smaller for adaptive testing than for conventional testing. Misallocations should especially be avoided because they may result in a loss of motivation in test takers. Since competence measures are usually very stable across time (e.g., Prenzel et al., 2006; Rock, Pollack, & Quinn, 1995), pretest measures may well be used for routing to test forms. Longitudinal MST is currently implemented for the second measurement wave of the same competence in the NEPS. For the second measurement of reading and mathematics competence in Grade 7 and Grade 9, two test forms – an easy and a hard one – are administered to students on the basis of their competence scores 2 years ago.

### 2.4 Testing students with special educational needs

Many large-scale studies, such as NAEP, try to include students with special educational needs in the assessment of competencies (e.g., Lutkus, Mazzeo, Zhang, & Jerry, 2004). NEPS also aims at including students with special educational needs in its survey (Heydrich, Weinert, Nusser, Artelt, & Carstensen, 2013, this issue). As a specific group, the NEPS focuses on students with special educational needs in the area of learning (SEN-L). In order to be able to thoroughly investigate this
group, it is oversampled in the survey (Aßmann et al., 2011). The challenge is to provide students with SEN-L with tests and test conditions that will ensure a reliable and valid assessment of competence scores. A challenge is to obtain comparable competence measures for special education and general education students. Various studies (e.g., Koretz & Barton, 2003) show the difficulty of assessing the competence level of students with special educational needs (SEN) with the same test instrument as administered to general education students. Therefore, students with SEN are often tested using accommodated tests and testing conditions (e.g., Lutkus et al., 2004). Test accommodations for students with SEN-L usually include a reduction of item difficulty (out-of-level testing), frequent breaks, and extended testing time (e.g., Koretz & Barton, 2003). The provision of testing accommodations for individuals with disabilities is a highly controversial issue in the assessment literature (Pitoniak & Royer, 2001; Sireci, Scarpati, & Li, 2005). Objections to test accommodations regard the comparability of test results between students with SEN and general education students and, thus, test fairness (Abedi et al., 2011; Bielinski, Thurlow, Ysseldyke, Freidebach, & Freidebach, 2001; Cormier, Altman, Shyyan, & Thurlow, 2010). Test accommodations do not necessarily need to result in competence scores that are comparable to those gained from a standard test (see, e.g., Pitoniak & Royer, 2001). Reducing test length or test difficulty may alter the construct measured (e.g., Lovett, 2010). Up to now, research on the comparability of test scores has revealed ambiguous results (e.g., Bolt & Ysseldyke, 2008; Finch, Barton, & Meyer, 2009; Koretz, 1997; Lutkus et al., 2004). Lovett (2010) points out limitations of studies on the comparability of test results; these are (a) small sample sizes, (b) heterogeneous student groups and test accommodations, as well as (c) confounding of test accommodation and student group.

NEPS conducts feasibility studies in order to evaluate which tests and test settings serve to assess students with SEN-L reliably and validly as part of the study (Heydrich et al., 2013, this issue). Südkamp, Pohl, and Weinert (2013) investigated the comparability of reading competence scores estimated for general education and SEN-L students in the NEPS. They drew on a large, representative sample of students with SEN-L. Next to the standard reading test, two test accommodations featuring (a) a reduction in test length and (b) a reduction in test difficulty were evaluated in a control group of students in the lowest academic track (to evaluate the test accommodations themselves) as well as to students with SEN-L (to evaluate the appropriateness of the test versions for this specific target group). The results favor the implementation of a reduced test length because they led to a lower amount of missing responses as compared to the standard test for students with SEN-L. However, all versions of the reading test showed low item fit to the respective IRT model for students with SEN-L (14% to 38% of the items in the respective test versions showed unsatisfying point biserial correlations) and a considerable amount of measurement variance (differential item functioning, DIF) between students with SEN-L and general education students. The tests seemed to measure a different construct for both samples. As a consequence, an appropriate link between the test data of general education students and accommodated test
data of students with SEN-L that will enable a comparison of both samples is not possible. Currently, research is being conducted (Pohl, Hardt, Südkamp, Nusser, & Weinert, 2013) in a bid to identify students with SEN-L for whom the standard or the accommodated reading tests provide reliable and comparable reading competence scores. If this attempt succeeds, it will be possible to publish reliable competence scores for some of the SEN-L students in the Scientific Use File and enable research to investigate competence acquisition and development for this particular group of students.

3. **Empirical study on linking of cohorts**

In longitudinal large-scale studies, such as the NEPS, a particular aim is to investigate the development of competencies over the life course. In NEPS, the competence domains are repeatedly assessed after 2 to 6 years, allowing researchers to closely follow the development of competencies. In the multi-cohort-sequence design (see Artelt et al., 2013, this issue) different starting cohorts may also be compared. Linking of different cohorts includes the linking between cohorts at the same measurement occasion, for example, adults and Grade 9 students in the first wave, and linking of different cohorts at the same age, for example, linking of the results in Grade 9 between Starting Cohort 3 (starting in Grade 5) and Starting Cohort 4 (starting in Grade 9). If we assume that, at least within certain stages, the construct measured in a certain domain stays the same over time and only the extent to which participants show proficiency in that particular competence changes, a series of assessments might be constructed, which in operational terms assess competence on the same latent variable. To measure the same construct across the whole lifespan is a difficult endeavour as the NEPS, in contrast to many other educational studies, follows the development of persons from childhood to old age. Due to the long lifespan, the same tests may not be administered to the subjects, but tests need to be adapted in terms of difficulty and content to the relevant age group. This poses a challenge for the comparability of test results across time and across cohorts. Test scores need to be scaled on the same scale in order to ensure that differences in test scores can be attributed to differences in competencies and not to differences in the test. IRT provides means to make test scores of persons comparable, even when the persons did not receive the same test. However, certain test designs are necessary (e.g., common items or link studies, see explanation below) and the tests need to measure the same latent construct in different cohorts and ages. In the construction of test instruments a lot of effort is put on a coherent assessment of competencies over the lifespan (see, e.g., Gehrer et al., 2013, this issue; Neumann et al., 2013, this issue, or Hahn et al., 2013, this issue). For (almost) all age groups the same conceptual framework, the same cognitive demands, as well as the same item formats are used for test construction. Thus, from the construction point of view, the test developers aim at measuring the same la-
tent variable coherently across different age groups. If this effort proves successful, the data will enable researchers to investigate changes in mean and variance of the competence distributions across age as well as change, for example, exploring competence differences between two assessment waves or between different cohorts. Assuming that the construct measured is the same for different measurement occasions, a particular challenge of the NEPS is to equate results from consecutive assessments or different cohorts onto a common latent variable.

Within the framework of item response modeling, a number of models and methods have been discussed for linking and equating data from different assessments (for an overview see Kolen & Brennan, 2004; and von Davier & von Davier, 2007). One linking strategy refers to the measurement of mathematical competence in NEPS: Linking is performed by repeatedly presenting common items in consecutive assessments, thus facilitating the linking of these different tests via a “common-item nonequivalent groups design” (see, e.g., Kolen & Brennan, 2004; von Davier & von Davier, 2007). A similar linking model was used in the National Education Longitudinal Study of 1988 (NELS, Rock et al., 1995). An underlying assumption of this linking strategy is that the common items have the same item difficulty at both measurement occasions (measurement invariance). Measurement invariance will be investigated for all data collected. As retest effects are assumed for the measurement of reading competence and scientific literacy in the NEPS, a “common-item nonequivalent groups design” may not be applied. As an alternative linking strategy link samples are used instead. Items are presented to the subjects only once, and the link between two instruments for consecutive age groups relies on link samples (see von Davier & von Davier, 2007). In the NEPS, link samples are much smaller ($N = 500$ to $N = 1,000$) than main study samples (ranging between $N = 3,000$ to $N = 15,000$). They are randomly drawn from the elder of the two age groups, and the two test forms that are to be linked are administered to the link sample in a booklet design balancing for order effects within the assessment. Assumptions for this linking strategy are that measurement invariance across the main and the link sample holds and that both tests measure the same construct. The assumption of measurement invariance is very plausible for cohorts that are similar in age and situated in a similar institutional setting, such as linking Grade 5 to Grade 9 students, but it may be more questionable with respect to very different cohorts, such as Grade 9 students and adults. Adults differ from Grade 9 students not only in age (with a rather large age gap between both samples) but also in institutional setting (Grade 9 students being in school and used to tests and adults being part of the labor market). Thus, the assumption of measurement invariance is not a trivial one across such a long age span as is realized in NEPS. Whether this assumption holds true and whether both tests measure the same latent construct is investigated in the following study (see also Carstensen, Pohl, & Haberkorn, 2013).

NEPS has already conducted some link studies and is planning to undertake more. By way of example we here present the results on measurement invariance for linking reading competence across Grade 9 students and adults. This study was
chosen because the large age gap and the differences in institutional setting pose specific challenges on measurement invariance, and while linking across school cohorts has already successfully be performed (e.g., in NELS, Rock, 2012), not many studies have worked on the problem of linking across such a long lifespan.

### 3.1 Method

The design for linking reading competence of Grade 9 students to reading competence of adults is shown in Figure 4. There are two main studies, that of Grade 9 students and that of adults. Both were conducted in 2010/2011 on a representative sample of Grade 9 students \((N = 14,399)\) and adults \((N = 5,837)\)\(^2\), respectively, in Germany (Aßmann et al., 2011). The link study was conducted at the same time as the main study on \(N = 502\) adults. A description of the three samples can be found in Table 2. The descriptive statistics on age, gender, migration background and books at home (as a proxy for socio-economic status) reveal that although, the sample of adults in the main study is quite similar to the sample of adults in the link study, there are some slight differences. The link sample is slightly younger, includes some more females and persons in that sample have less books at home than the persons in the main sample of adults. This may be due to the fact that persons in the main study agreed on participating in a panel study, while persons in the link study only took part once. Compared to students in Grade 9, there are fewer people in the link sample with a migration background and participants of the link study have slightly more books at home.

![Design of the main study and the link study used for linking the Grade 9 reading test to the adult reading test](image)

<table>
<thead>
<tr>
<th>Adults</th>
<th>Main study</th>
<th>Link study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adults</td>
<td>Adult test</td>
<td>Adult test</td>
</tr>
<tr>
<td>((N = 5,837))</td>
<td></td>
<td>((N = 502))</td>
</tr>
<tr>
<td>Grade 9 students</td>
<td>Grade 9 test</td>
<td>Grade 9 test</td>
</tr>
<tr>
<td>((N = 14,399))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^2\) Note that due to data cleaning and data protection issues the number of participant may be slightly different from that in the Scientific Use File.
Table 2: Description of the three samples used for linking the Grade 9 reading test to the adult reading test

<table>
<thead>
<tr>
<th>Variable</th>
<th>Main study adults</th>
<th>Link study adults</th>
<th>Main study Grade 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>47.34</td>
<td>44.12</td>
<td>15.76</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.16</td>
<td>12.72</td>
<td>0.73</td>
</tr>
<tr>
<td>Gender</td>
<td>Rel. freq Female</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50.9%</td>
<td>57.1%</td>
<td>49.4%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq Male</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>49.1%</td>
<td>42.5%</td>
<td>50.4%</td>
</tr>
<tr>
<td>Migration background</td>
<td>Rel. freq No</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>79.9%</td>
<td>83.7%</td>
<td>69.4%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>17.3%</td>
<td>15.5%</td>
<td>25.6%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq no information</td>
<td>2.9%</td>
<td>0.8%</td>
</tr>
<tr>
<td>Books at home</td>
<td>Rel. freq 0–10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.4%</td>
<td>6.6%</td>
<td>9.6%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq 11–25</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.8%</td>
<td>11.9%</td>
<td>13.0%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq 26–100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>28.2%</td>
<td>31.4%</td>
<td>22.2%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq 101–200</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20.7%</td>
<td>20.1%</td>
<td>20.2%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq 201–500</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.5%</td>
<td>16.9%</td>
<td>19.2%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq &gt; 500</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.4%</td>
<td>12.9%</td>
<td>13.7%</td>
</tr>
<tr>
<td></td>
<td>Rel. freq no information</td>
<td>0.0%</td>
<td>0.2%</td>
</tr>
</tbody>
</table>

The reading tests that were linked across the two cohorts were developed by Gehrer et al. (2013, this issue). The items in the Grade 9 reading test differed from those for adults. There were no common items. However, the same conceptual framework has been used (i.e., five different text functions, different cognitive requirements, and different response formats; see Gehrer et al., 2013, this issue, for a description of the framework). While in the main studies, the Grade 9 students only received the Grade 9 reading test and the adults only received the adult reading test, both the Grade 9 and the adult reading test were administered to the link sample. In order to avoid order effects, the order of the test forms was randomly varied. Having access to data of the same subjects on both tests enables – if measurement invariance holds – the scaling of the two tests on the same scale. Whether the two tests really do measure the same construct was tested by investigating measurement invariance and dimensionality. Measurement invariance in this context means that the difficulty of the items is the same in the main sample and in the link sample and that subjects with the same reading competence have the same probability of correctly solving an item. Within the framework of IRT this is tested via DIF. DIF gives the difference in the estimated difficulty of the items for different samples (controlling for mean differences in ability). Dimensionality was checked by fitting a unidimensional and a two-dimensional model to the link sample. The two-dimensional model comprises the two different tests. To draw conclusions about dimensionality, we compared model fit and interpreted the cor-
relation between the two dimensions. If the two test forms measure the same latent construct, a unidimensional model should hold, the correlation between the two dimensions should be large (>.95, see Carstensen, 2013), and DIF should be small (<|4| logits, see Pohl & Carstensen, 2012).

3.2 Results

Within the link sample we fitted a one-dimensional model (number of parameters = 82) across the items of both tests (Grade 9 and adult reading test) as well as a two-dimensional model (number of parameters = 84) separating the two tests. Both the AIC (1-dimensional model: 27667.0624, 2-dimensional model: 27655.9473) and the BIC (1-dimensional model: 28021.9876, 2-dimensional model: 28010.3097) favored the two-dimensional model. The correlation between the two dimensions (reading measured by the Grade 9 test and reading measured by the adult test) is, however, rather high ($r = .939$). There are some indications of multidimensionality of the two tests, that are, however, not severe. Regarding the high correlation, one could well argue for a unidimensional construct.

Measurement invariance was tested for the adult reading test, comparing the estimated item difficulties of the adult reading test in the adult main sample with those in the link sample. Measurement invariance for the Grade 9 test was investigated by comparing the estimated item difficulties of the Grade 9 reading test between the Grade 9 main sample and the link study (consisting of adults). The absolute differences in the estimated item difficulties for both tests are depicted in Figure 5. The results show that there is no considerable measurement invariance between the main sample and the link sample for the adult test. The largest difference in item difficulties is .34 logits. This is different for the Grade 9 test. Here, the largest difference in item difficulties between main sample and link sample is 1.4 logits. For the Grade 9 test, 14 out of 31 items show a considerable DIF of greater than .4 logits. The Grade 9 test measures a different construct when administered to adults than when administered to Grade 9 students. This result challenges the assumption of measurement invariance and, thus, also the construction of an appropriate link between these cohorts.
3.3 Conclusion

In order to decide on an appropriate linking strategy, assumptions need to be tested. We thoroughly tested whether the Grade 9 reading test measured the same latent construct as the adult reading test. As both tests consist of distinct items, a linking study was conducted to allow for a concurrent scaling of the two tests. Dimensionality analyses supported the fact of a unidimensional reading construct. The results on DIF showed that measurement invariance held for the adult test, but not for the Grade 9 test. This might be due to the fact that the link sample consisted of adults. Grade 9 students and adults differ not only in age, but also in their institutional settings and most probably in their familiarity with tests. In fact, results on the number of missing values suggest that the different age groups used different test taking strategies. Whereas the pattern of missing values in the adult test is rather similar for the adults in the main study and the adults in the link study, it differs for the Grade 9 test between Grade 9 students in the main study and the adults in the link study. The adults in the link study have more omitted, not valid, and not reached items than the Grade 9 students in the main study. In further research reasons for impaired measurement invariance needs to be investigated.

The link study presented here was conducted on a sample of only one of two populations involved, namely, the adult population. Thus, we do not have any data from Grade 9 students working on the adult test instruments. This clearly is a restriction of our design however that is a result of practical constraints (resources). In order to derive a linking model, one can assume that the heterogeneity in item
difficulties and, as a quantification of this, the linking error obtained in the study conducted might be an estimate of the heterogeneity and linking error that would have been obtained in the linking study that was not conducted.

Thus, concurrent calibration (see, e.g., Kolen & Brennan, 2004; von Davier & von Davier, 2007), for which the same item difficulty is assumed in both samples, is not a suitable method for linking. Less restrictive linking methods establishing a link based on item parameters (e.g., a mean link) or on test information (e.g., Stocking-Lord method; see Kolen & Brennan, 2004) need to be considered. The rationale for less restrictive models may be that the particular items exhibit different difficulties due to the two populations compared, while at the same time the latent variable being assessed is the same. In further analyses these linking strategies will be applied and their suitability for the NEPS data will be evaluated.

In this paper, we have only regarded the link between Grade 9 students and adults. In future studies and analyses it will be interesting to see how well the assumptions of measurement invariance and unidimensionality are met for different age cohorts (e.g., kindergarten children and elementary school children) and for different competence domains (e.g., reading, mathematics, science, and also ICT) as well as across time (e.g., linking the same cohort across different measurement occasions).

4. Discussion

Large-scale studies, especially those with a longitudinal design pose specific challenges for the design and the scaling of competence data. Drawing on the data of the NEPS we have pointed out some of these challenges for which no satisfactory solution exist in the literature, yet and that have been approached in the NEPS. The challenges include topics regarding the scaling model (incorporating different response formats, dealing with missing values), design issues (adaptive testing in longitudinal designs), specific target groups, and aspects of linking. We have given an overview of research conducted in order to find appropriate answers to these questions and, more specifically, presented research conducted on the comparability of test scores across different age cohorts.

Although in longitudinal large-scale studies such as the NEPS numerous design aspects are challenging for finding appropriate testing and scaling procedures, the complex design and the large sample size also provide great opportunities for further development of methodological issues regarding competence testing and scaling. The results of the different studies presented in this paper, tackling different methodological challenges in large-scale studies, did not only serve to find appropriate testing and scaling procedures for the NEPS, but may also be relevant for other large-scale studies. For example, the incorporation of different response formats is also an issue in PISA. Different response formats are also present in other large-scale studies and the research approach as well as the results found in NEPS
may also be valid for studies such as PISA. The same holds true for the treatment of missing responses. So far, large-scale studies differ considerably in their approaches of dealing with missing values. Current research on the appropriateness of different methods has not yet been implemented in these large-scale assessments. Using the great data pool of the NEPS, which includes a wide range of age cohorts and different competence domains, we investigated whether assumptions of different approaches are met and have shown that ignoring missing responses is robust against violations of the nonignorability assumption. We are, thus, quite optimistic that the results found for NEPS may be generalized with respect to other low-stakes, large-scale assessments. In many large-scale studies (such as NAEP and PISA), great effort is put into the inclusion of students with SEN. No consistent conclusions can, as yet, be drawn as to whether and how this might be possible. With research being carried out in NEPS on the inclusion of students with SEN-L, we are adding to this discussion and are providing further arguments and solutions that may also be referred to by other large-scale studies. Finally, with longitudinal multi-stage testing, we specifically address practical constraints and the goal of an efficient and motivating testing design in longitudinal, large-scale studies. Longitudinal MST may also be combined with classical MST by routing not only within a test session (classical MST) but also to the first test form (longitudinal MST).

Although solutions could be found for many questions regarding the scaling of the NEPS competence data, a number of unresolved issues still remain. One of them is the estimation of plausible values that incorporate the complex design and are suitable for various kinds of research questions. As the released data will be used for a variety of research questions – which are unknown at the time of data release – providing appropriate plausible values for analyzing a broad range of research questions is a great challenge. Generally, the possible number of variables for the conditioning model is far too large for a reliable estimation of a conditioning model. The inclusion of various background variables in the measurement model for the estimation of plausible values will grow even more challenging with regard to the longitudinal design of the study as repeated measures from context variables will be available. Especially over a longer period of time, time-varying patterns in changes of context variables might be the focus of analyses and, thus, need to be incorporated in the conditioning model.

Another challenge arises from missing values in the conditioning variables. The missing responses have to be imputed and plausible values must be estimated, while still preserving the relationship of these variables and incorporating the uncertainty of imputation in the estimate of the plausible values. Other large-scale studies, such as PISA and NAEP, aggregate the questionnaire variables to orthogonal factors and use a set of factors (as many as needed to explain 90% of the variance of the questionnaire items) as background variables in the IRT measurement model of the competence data (Allen et al., 2001; OECD, 2009, 2012). Missing responses in background variables are single imputed, including other context variables, but not the competence score, in the imputation model. This approach is
a two-step approach that does not depict the uncertainty stemming from missing values in questionnaire items and does not account for the competence score in the imputation of missing responses on the context variables. Thus, point estimates of our research questions (e.g., regression coefficients, mean differences) as well as standard errors of these parameters may be biased. Current research in NEPS deals with this issue and a data-augmented Markov Chain Monte Carlo approach has been proposed (Aßmann, Carstensen, Gaasch, & Pohl, 2013) that would allow us to simultaneously impute the missing responses in the background variables and the estimation of plausible values. Following this approach, the latent competence score would be incorporated in the imputation model and the uncertainty of the imputation would be incorporated in the estimation of the plausible values. Before implementation in NEPS, however, this approach needs to be extended to incorporate larger sets of conditioning variables as well as multidimensional IRT models, and its performance needs to be compared to existing procedures.
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